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Introduction

Political agreement on the forthcoming EU AI Act was reached at the end of 2023.

The detailed work on finalising the law, and formulating the standards which will

underpin it, are now underway.

What will be the impact on providers and deployers of AI systems in the EU?

In this workshop, we review the outlines of the legislation, its obligations, and

the generic risks that are inherent in the nature of the technology and its use.
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Overview

EU AI Act
Who, What, When?



Who?
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Do I need to worry about it?

Applies to …

• Any organisation placing an AI system on the EU Market

• Both system providers and system deployers

• Both Private and Public Sectors

Similar to GDPR …

• Actual and potential harms to EU citizens

• Extra-territorial in its reach

• Significant fines for non-compliance



What?
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High Risk AI Systems

Applies to applications (apps) deemed to be "AI Systems".

The Act's practical impact will depend on the risk category

into which the application falls.

Risk categories are based on the particular context or

domain (use case) in which the AI System is applied.



When?
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Maybe, sooner than you think!

Once the Act is finalised, there will be a grace

period to allow organisations to prepare for it.

But it may be fast-tracked in NL!



Provisions

AI System Definition
Do I have an AI system?



"AI Systems"
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Development Mode

OECD



"AI Systems"

9

Operational Mode

OECD



Provisions

High Risk Definition
Do I have a high risk AI system?



Risk Category

How much risk?
There are also exemptions for certain sectors

(military, security services, etc.).
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Examples

• Biometric identification and categorisation of 
natural persons

• Management/operation of critical infrastructure
• Education and vocational training
• Employment
• Essential public services/benefits (housing, 

electricity, telecoms, etc.)
• Law enforcement
• Migration, asylum and border control
• Admin of justice and democratic processes
• Access to financial resources (credit-

scoring/creditworthiness)

High-Risk Category

Application Domains



Provisions

Requirements of the Act
What are my obligations?



Obligations

15

Article 16

Highlights

• Put in place Risk Management System (Article 9)

• Put in place Quality Management System (Article 17)

• Produce necessary technical documentation (Article 11)

• Generate necessary data logs (Article 20)

• Register system in central EU DB

• Carry-out conformity assessment (Article 43)

• Issue declaration of conformity (Article 48)

• Attach CE mark (Article 49)



Requirements
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Ethical AI

Systems need to respect Fundamental Rights
and be Trustworthy, Ethical, of High Quality:

• Complete and error-free (as possible)

• Appropriate statistical properties

• Comply to technical specifications

• Provide transparency and traceability

• Accurate, robust and relevant

• Representative and non-biased

• Fair, equal and non-discriminatory

• Respect privacy and data protection

• Governance, accountability, human oversight



Risk-based Approach

Risk Management
What risks do I need to manage?



System Lifecycle Risks
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Where and when do they arise?

Risks arise throughout the AI system's lifecycle.

This means that they need to be managed …

• during the system's (re-) development

• and during its operation (live running)
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Inferences not Fact

How do these risks arise?

The Problem

In essence, ML applications are Inference Engines.

Unlike traditional ICT systems, they don't output facts.

In place of facts, they output inferences.

Inferences are far less certain than facts.

Uncertainty means risk, hence, a risk-based approach.

EU AI Act

• Article 9



Risk Management
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Article 9

The Act mandates the implementation of a

comprehensive risk management system.

Including ...

• Risk identification and estimation

• Risk measures and controls

• Risk testing and evaluation

• Risk elimination or mitigation

• Residual risk declaration

• Post-market risk monitoring



Generic Risks inherent in Applied AI

• Data Quality

• Indeterminacy

• Abductive

• Epistemological

• Profiling

• Inductive

• Recognition

• Interpretation

• Deductive

• Prevalence

• Automation

• System Context



Generic Risks Inherent in Applied AI

Data Quality Risk
Garbage in, Garbage out



Data Quality Risk
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The Problem

''On two occasions I have been asked ...

"Pray, Mr. Babbage, if you put into the 
machine wrong figures, will the right 
answers come out?"

Charles Babbage, 1894 (The Analytical Engine)

EU AI Act

• Article 17
Risk Identification



Data Quality Risk
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The Act mandates the implementation of a

comprehensive quality management system.

Including ...

• Policies, procedures, instructions
• Design control and verification
• Quality control and assurance
• Technical specifications
• Harmonised standards
• Data management practices
• Post-market monitoring
• Incident reporting
• Record-keepingQuality Management System



Data Quality Risk

25Data Assessment

Best practices in data cleaning and preparation.

Pre-Processing Module

• Data Schema (valid data types and values)

• Data Parser (check for missing or invalid data)

• Data Imputer (impute missing values)

• Exception Handler (exclude live cases)

Risk Mitigation



Generic Risks Inherent in Applied AI

Indeterminacy Risk
Data, Information, & Knowledge



Data Science
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Wikipedia

Data science is an interdisciplinary field that uses scientific 
methods, processes, algorithms and systems to extract 
knowledge and insights from noisy, structured and unstructured 

data, and apply knowledge and actionable insights from data across 
a broad range of application domains.

Knowledge from Data



Indeterminacy Risk
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Risk Identification

The Problem

What does the content we're working with constitute?

• Knowledge (correspondence and coherence)

• True information (correspondence)

• Indeterminate information (true or false)

• Merely data (syntax without semantics)

Data-only content is riskier than knowledge-based.

EU AI Act

• Article 10 (2d)



Indeterminacy Risk
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Risk Mitigation

The Act mandates that the assumptions that underly

the data must be formulated and transparently declared.

Data Assessment

The propositions represented by our data sample should

constitute facts, and their veracity checked accordingly.

Pre-Processing Module

The veracity of live input data should be similarly checked,

wherever possible.



Generic Risks Inherent in Applied AI

Abductive Inference Risk
From Best Guess to Formal Hypothesis



Abduction Risk

31

Risk Identification

The Problem

Abductive inference occurs when we select the

feature set that constitutes our data sample.

This is based on the assumption that these features

have a causal influence, and hence, predictive power.

Abduction risk arises when this assumption is wrong.

EU AI Act

• Article 10 (3)



Abduction Risk
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Risk Mitigation

Business Assessment

The Act mandates that the data sampled must be relevant.

Therefore, at the outset of a High Risk AI System proposal,

the causal hypothesis that underpins the feature selection

should be made explicit in order to demonstrate relevancy.

(This can also be used to conduct formal hypothesis

testing towards the end of the development lifecycle).



Relevancy
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EU GDPR Act, Art. 22, Clause 1

Intersection with EU GDPR

For automated decision-making using personal

data, Article 22 of the  EU GDPR Act also applies.

And a growing number of national courts are using

Article 22 to rule on feature relevancy in such cases.



Relevancy
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EU GDPR Act, Art. 22, Clause 1

Case Law

April 2019, Finnish DPA

Ordered a financial credit company to correct its data 
processing practices related to creditworthiness ...

… the use of an upper age limit as an automatically 
excluding factor from having a credit application 
further analyzed was not acceptable, as “the mere 
age of the credit applicant does not describe their 
solvency, willingness to pay or ability to deal with 
their commitments.”



Generic Risks Inherent in Applied AI

Epistemological Risk
Missing Knowledge



Risk Identification

Epistemological Risk

The Problem

Frequently, the features sought for their predictive power,

based on their causal influence, are unknown (or are

otherwise unavailable) at the point of their application.

This may lead to the selection of proxy (or substitute)

features which do not reflect the chain of causality.

EU AI Act

• Article 10 (2d)

36



Risk Mitigation

Epistemological Risk
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Business Assessment

At the outset of a High Risk AI System proposal,

careful consideration should be given to the

availability of relevant features called for according

to the business hypothesis.

Non-availability may constitute grounds for not

proceeding with the system's development.



Generic Risks Inherent in Applied AI

Statistical Profiling Risk
Stereotyping via Abstraction
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Machine Learning works with profiles (not individuals).

Reducing individuals to profiles involves abstracting away

characteristics not included as predictive features.

This raises the risk of abstracting away relevant character-

istics, or including irrelevant (non-causal) features.

EU AI Act

• Article 10 (3)

Profiling Risk

Risk Identification
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Profiling Risk

Risk Mitigation

Feature Selection

The feature set should reflect all (and only) those

features with causal influence and predictive power.

Pre-Processing Module

• Profile Classifier (In-Sample, Out-of-Sample)

Determines whether the profile of the live case formed

part of the original data sample. If not, a higher risk score

should be assigned.



Generic Risks Inherent in Applied AI

Inductive Inference Risk
Representativeness



Induction Risk
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Risk Identification

The Problem

If a model is to function satisfactorily in the live

environment (generalisation), the data sample

needs to be representative of the population,

in terms of both the values that variables can

take and the frequency with which they occur.

EU AI Act

• Article 10 (3)

• Article 10 (5)



Induction Risk
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Risk Mitigation

Data Assessment

• Random sampling

• Multi-sampling

• Inferential statistics

Pre-Processing Module

• Distribution Classifier (In/Out of Distribution)

• Frequency Assessor (High/Low Value Frequency)



Generic Risks Inherent in Applied AI

Pattern Recognition Risk
One or Many Patterns?
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Risk Identification

The Problem

Successfully applying machine learning relies on the

presence of a single, discoverable pattern that the

model can then use to make predictions in live mode.

However, many phenomena exhibit a range of different

patterns, which raises the risk that the single pattern

represented by the model is a poor fit for many live cases.

EU AI Act

• Article 10 (3)

Pattern Recognition
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Risk Mitigation

Pattern Recognition

Model Selection

Models should be preferred which, alongside the

predicted class, also output an associated probability.

Pre-Processing Module

• Outcome Classifier (Single vs. Multiple Outcomes)

The original data sample should be checked to determine

whether alternative outcomes are associated with the

profile. If so, a higher risk score

should be assigned.



Generic Risks Inherent in Applied AI

Pattern Interpretation Risk
Correlation is NOT Causation
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Pattern Interpretation

Risk Identification

The Problem

Correlation may indicate ...

• Randomness (coincidental) - pure 'noise’

• Confounding ('lurking variables') - 'distorted signal’

• Causality link (direct causation) - the 'signal’

EU AI Act

• Article 13

• Article 14 (4c)
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Correlation

Randomness
https://www.tylervigen.com/spurious-correlations
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Pattern Interpretation

Risk Mitigation

Model Selection

Models should be preferred which offer explainability,

in order to understand the underlying statistical logic.

Causal Analysis

Subject matters experts (with deep domain knowledge)

should be engaged to determine cause and effect.



Explainability
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EU GDPR Act, Art. 22, Clause 1

Intersection with EU GDPR

For automated decision-making using personal

data, Article 22 of the  EU GDPR Act also applies.

Global Explainability

How does the model arrive at its outputs?

Local Explainability

How did the model arrive at a particular output?



Explainability
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EU GDPR Act, Art. 22, Clause 1

Case Law

April 2019, Finnish DPA

Ordered a financial credit company to correct its data 
processing practices related to creditworthiness ...

… ordered the controller to provide credit applicants 
with information on the logic involved in the ADM …



Generic Risks Inherent in Applied AI

Deductive Inference Risk
Universal & Existential Quantifiers



Deduction Risk
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The Problem

A ML model will predict the same outcome for

all individuals (live cases) with the same profile.

However, in reality, only some individuals may be

associated with that outcome (yielding FP's an FN's).

(Universal & Existential Quantifiers in First Order Logic).

EU AI Act

• Article 13 (3b)

• Article 15 (2)
Risk Identification



Deduction Risk
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Risk Mitigation

Model Selection

Models should be preferred which, alongside the

predicted class, also output an associated probability.

Pre-Processing Module

The original data sample should be checked to determine

whether alternative outcomes are associated with the

profile. If so, a higher risk score should be assigned.



Generic Risks Inherent in Applied AI

Base Rate Risk
The Problem of False Positives



Base Rate Risk
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Risk Identification

The Problem

Events and states with a very low prevalence in the

population generate high numbers of false positives (FP's).

Example (Credit Scoring)

The typical delinquency rate for personal loans in the US

is around 3.25%. Therefore, predicting loan delinquency

based on borrower profiles carries a high risk of FP's.

EU AI Act

• Article 10 (4)

• Article 14 (3)



Base Rate Risk
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Risk Mitigation

Model Selection

Models should be favoured which, alongside the

predicted class, also output an associated probability.

Post-Processing Module

Probability thresholds can be set, such that live

predictions with marginal probabilities can be

treated as exceptions by human assessors.



Generic Risks Inherent in Applied AI

Automation Bias
Fostering AI Literacy



Automation Bias
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Risk Identification

The Problem

The Act specifies that High Risk AI Systems are subject to

human oversight (Artice 14). However, automation bias

can result in the uncritical acceptance of system outputs.

EU AI Act

• Article 4b

• Article 13 (3a)

• Article 14 (4b)



Automation Bias
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Risk Mitigation

Avoiding automation bias requires substantial

AI literacy on the part of humans-in-the-loop.

It also requires sufficient domain knowledge

(subject matter expertise) to be able to

confidently challenge the system's output.



Generic Risks Inherent in Applied AI

Systems Context Risk
Is Machine Learning appropriate?
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Risk Identification

Machine Learning tends to work best when it's

dealing with an ordered system, exhibiting stable

patterns of behaviour, which it can then discover.

However, it's not possible to mathematically model

complex systems (especially human behaviour), and

trying to do so results in the risk of mis-prediction.

EU AI Act

• Article 10 (4)

• Article 14 (3)

System Context Risk
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Risk Mitigation

Business Assessment

At the outset of a High Risk AI System proposal,

careful consideration should be given to the nature

of its real-world context, and the suitability of a

purely statistical modelling approach.System Context



Recap
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Postscript

New courses at the HZ related to the EU AI Act …

Starting September 2024: Minor in Applied AI & Ethics

Planned September 2025: Master in AI Translator



Conclusion

Thank you for Attending
Any Questions?

And please feel free to get in touch:

elli0006@hz.nl
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